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Abstract 
Eye movement recording has been extensively used in HCI 
and offers the possibility to understand how information 
is perceived and processed by users. Hardware develop-
ments provide the ubiquitous accessibility of eye recording, 
allowing eye movements to enter common usage as a con-
trol modality. Recent A.I. developments provide powerful 
computational means to make predictions about the user. 
However, the connection between eye movements and cog-
nitive state has been largely under-exploited in HCI. Despite 
the rich literature in psychology, a deeper understanding of 
its usability in practice is still required. This EMICS SIG will 
provide an opportunity to discuss possible application sce-
narios and HCI interfaces to infer users’ mental state from 
eye movements. It will bring together researchers across 
disciplines with the goal of expanding shared knowledge, 
discussing innovative research directions and methods, 
fostering future collaborations around the use of eye move-
ments as an interface to cognitive state, and providing a 
solid foundation for an EMICS workshop at CHI 2021. 
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Introduction 
The ability to leverage eye tracking data to infer percep-
tual and cognitive processes during activities such as read-
ing, driving and medical image examinations [2, 10, 16], 
has long been used in academic settings. However, as 
eye tracking systems become ubiquitous across different 
interfaces (e.g. desktop, mobile and head-mounted dis-
plays), new opportunities arise for applying this knowledge 
to human-computer interaction. This SIG will be used to 
explore applications that can be made possible by connect-
ing eye movements, cognitive processing, and cognitive 
state [5, 8, 12, 18]. 

The cognitive state of a user can inform not only whether or 
not they stay on task, but what type of thinking (explorative, 
expert, creative) is currently engaged [7]. With the advent 
of A.I. in this field, eye movement recordings can be used 
to decode, guide and encourage different types of cognitive 
processing [1, 4, 6, 11, 21]. 

At the same time, the use of eye tracking in HCI has been 
highly promising for many years, but progress has been 
slow. In Jacob and Karn’s review of eye tracking in HCI 
and usability research, they state, “We see promising re-
search work, but we have not yet seen wide use of these 
approaches in practice or in the marketplace" [14] and it 
remains as true today as it was in 2003. 

The present SIG meeting will be used as a space in which 
researchers from different disciplines (HCI, psychology, 
A.I., cognitive neuroscience) can interact and strengthen 
this budding field. Eye movements can, and have been, 
used as an input modality on mobile and head-mounted 
displays; for instance, for text entry or search [17]. How-
ever, the main focus of this SIG is on how eye movement 
patterns can be used to evaluate user intentions and task 
difficulty, by providing a window into the user’s cognitive 

processing and state. The use of eye movements to decode 
cognitive states could be extended to adaptive interfaces 
that use, for instance, eye fixations as feedback to guide 
attention [13, 19], affect processing [15], and provide aids 
for learning [20] and memory [3, 9]. The development of 
such tools could have some far reaching implications for our 
society and launch a new innovative approach to human-
computer interaction. 

Relevance of the SIG meeting: With the increasing ac-
cessibility of eye tracking devices, the growing popularity of 
mobile applications and head-mounted interfaces, and the 
development of powerful A.I. algorithms, inferring cognitive 
states from eye movement recordings has become feasi-
ble across many scenarios. These advancements open the 
possibility of integrating users’ cognitive processing into the 
design of interactive systems. Many studies have been con-
ducted in psychology to understand the correspondence 
between eye movements and cognitive processing, how-
ever this connection has not yet been fully explored or im-
plemented in HCI. So far it remains unclear how to create 
meaningful interactions that make full use of the informa-
tion revealed by eye movements. A fundamental challenge 
lies in the generalizability of eye movement patterns across 
different tasks, users, and contexts. With the growing in-
terest in the inference of users’ cognitive states and pro-
cessing, we see an increased demand for bringing together 
the Cognitive Science and the HCI communities to share 
knowledge and explore the full potential of this intersection 
of research interests and its applications. 

Aims and expected outcomes 
The main objective of the EMICS SIG is to bring together 
researchers and practitioners from academia and indus-
try to explore the opportunities afforded by recording eye 
movement patterns to infer cognitive state and elevate 

SIG10, Page 2



CHI 2020 SIG CHI 2020, April 25–30, 2020, Honolulu, HI, USA

human-computer interactions. We will have a set of light-
ning talks from invited panelists kick-off an open discussion 
about the current cutting-edge use cases of eye movements 
in HCI and cognitive psychology, as well as the potential 
challenges and future directions in this space. Specifically, 
the SIG will address the following discussion points: 

• Which cognitive states can be most reliably and ro-
bustly inferred from eye movements in practice? 

• Which applications of eye movements as an inter-
face to cognitive state (EMICS) have already proven 
successful? 

• What challenges and limitations of current hardware, 
algorithms, etc. need to be addressed to facilitate 
future applications of EMICS? 

• How can we best align the interests between academia 
and industry to solve these challenges? 

After the EMICS SIG meeting at CHI, we will summarize 
the discussions as a report on https://emics-2020.github.io/ 
EMICS/. Based on the feedback, we plan to develop it into 
a full-scale workshop for CHI 2021. In the future, we hope 
that EMICS can grow into a separate venue that can be co-
located with related conferences like the ACM Symposium 
on Eye Tracking Research and Application (ETRA), the an-
nual meeting of the Cognitive Science Society (CogSci) or 
the Vision Sciences Society (VSS). 

REFERENCES 
[1] Tobias Appel, Christian Scharinger, Peter Gerjets, and 

Enkelejda Kasneci. 2018. Cross-subject Workload 
Classification Using Pupil-related Measures. In 
Proceedings of the 2018 ACM Symposium on Eye 
Tracking Research & Applications (ETRA ’18). ACM, 
New York, NY, USA, Article 4, 8 pages. 

[2] G.R. Barnes. 2008. Cognitive processes involved in 
smooth pursuit eye movements. Brain and Cognition 
68, 3 (2008), 309 – 326. A Hundred Years of Eye 
Movement Research in Psychiatry. 

[3] Zoya Bylinskii, Phillip Isola, Constance Bainbridge, 
Antonio Torralba, and Aude Oliva. 2015. Intrinsic and 
extrinsic effects on image memorability. Vision 
research 116 (2015), 165–178. 

[4] Zoya Bylinskii, Nam Wook Kim, Peter O’Donovan, 
Sami Alsheikh, Spandan Madan, Hanspeter Pfister, 
Fredo Durand, Bryan Russell, and Aaron Hertzmann. 
2017. Learning Visual Importance for Graphic Designs 
and Data Visualizations. In Proceedings of the 30th 
Annual ACM Symposium on User Interface Software 
and Technology (UIST ’17). ACM, New York, NY, USA, 
57–69. 

[5] Andrew T Duchowski. 2002. A breadth-first survey of 
eye-tracking applications. Behavior Research 
Methods, Instruments, & Computers 34, 4 (2002), 
455–470. 

[6] Andrew T. Duchowski, Krzysztof Krejtz, Nina A. 
Gehrer, T. Bafna, and P. Baekgaard. 2020. The 
Low/High Index of Pupillary Activity. In Proceedings of 
the 2020 CHI Conference on Human Factors in 
Computing Systems (CHI ’20). ACM, New York, NY, 
USA. 

[7] Nicola Eger, Linden J. Ball, Robert Stevens, and Jon 
Dodd. 2007. Cueing Retrospective Verbal Reports in 
Usability Testing Through Eye-movement Replay. In 
Proceedings of the 21st British HCI Group Annual 
Conference on People and Computers: HCI...But Not 
As We Know It - Volume 1 (BCS-HCI ’07). British 
Computer Society, Swinton, UK, UK, 129–137. 

SIG10, Page 3

https://emics-2020.github.io/EMICS/
https://emics-2020.github.io/EMICS/


CHI 2020 SIG CHI 2020, April 25–30, 2020, Honolulu, HI, USA

[8] Lex Fridman, Bryan Reimer, Bruce Mehler, and 
William T Freeman. 2018. Cognitive Load Estimation 
in the Wild. In Proceedings of the 2018 CHI 
Conference on Human Factors in Computing Systems. 
ACM, 652. 

[9] Deborah E. Hannula and Charan Ranganath. 2009. 
The Eyes Have It: Hippocampal Activity Predicts 
Expression of Memory in Eye Movements. Neuron 63, 
5 (2009), 592 – 599. 

[10] Mary M Hayhoe. 2017. Vision and action. Annual 
review of vision science 3 (2017), 389–413. 

[11] John M. Henderson, Svetlana V. Shinkareva, Jing 
Wang, Steven G. Luke, and Jenn Olejarczyk. 2013. 
Predicting Cognitive State from Eye Movements. 
PLOS ONE 8, 5 (05 2013), 1–6. 

[12] Sebastian Hergeth, Lutz Lorenz, Roman Vilimek, and 
Josef F. Krems. 2016. Keep Your Scanners Peeled: 
Gaze Behavior as a Measure of Automation Trust 
During Highly Automated Driving. Human Factors 58, 
3 (2016), 509–519. 

[13] Corey Holland, Oleg Komogortsev, and Dan Tamir. 
2012. Identifying usability issues via algorithmic 
detection of excessive visual search. In Proceedings of 
the SIGCHI Conference on Human Factors in 
Computing Systems (CHI ’12). ACM, 2943–2952. 

[14] Robert JK Jacob and Keith S Karn. 2003. Eye tracking 
in human-computer interaction and usability research: 
Ready to deliver the promises. In The mind’s eye. 
Elsevier, 573–605. 

[15] Peter Kiefer, Ioannis Giannopoulos, Martin Raubal, 
and Andrew Duchowski. 2017. Eye tracking for spatial 

research: Cognition, computation, challenges. Spatial 
Cognition & Computation 17, 1-2 (2017), 1–19. 

[16] Simon P. Liversedge and John M. Findlay. 2000. 
Saccadic eye movements and cognition. Trends in 
Cognitive Sciences 4, 1 (2000), 6 – 14. 

[17] Alexandra Papoutsaki, James Laskey, and Jeff Huang. 
2016. SearchGazer: Webcam Eye Tracking for 
Remote Studies of Web Search. In Proceedings of the 
ACM SIGIR Conference on Human Information 
Interaction & Retrieval (CHIIR). ACM. 

[18] Alex Poole and Linden J Ball. 2006. Eye tracking in 
HCI and usability research. In Encyclopedia of human 
computer interaction. IGI Global, 211–219. 

[19] Antonio Torralba, Aude Oliva, Monica S Castelhano, 
and John M Henderson. 2006. Contextual guidance of 
eye movements and attention in real-world scenes: the 
role of global features in object search. Psychological 
review 113, 4 (2006), 766–786. 

[20] Sarah A Vitak, John E Ingram, Andrew T Duchowski, 
Steven Ellis, and Anand K Gramopadhye. 2012. 
Gaze-augmented think-aloud as an aid to learning. In 
Proceedings of the SIGCHI conference on human 
factors in computing systems (CHI ’12). ACM, 
2991–3000. 

[21] Xi Wang, Andreas Ley, Sebastian Koch, David 
Lindlbauer, James Hays, Kenneth Holmqvist, and 
Marc Alexa. 2019. The Mental Image Revealed by 
Gaze Tracking. In Proceedings of the 2019 CHI 
Conference on Human Factors in Computing Systems 
(CHI ’19). ACM, New York, NY, USA, Article 609, 12 
pages. 

SIG10, Page 4


	Introduction
	Aims and expected outcomes
	REFERENCES 



